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Abstract1 

This study proposes an integrated inference system 
to predict the financial performance of banks. The 
model comprises of two stages. At the first stage, the 
dominance-based rough set approach (DRSA) meth-
od is applied to reduce the complexity of the attrib-
utes involved, and the obtained decision rules are 
further refined by the neuro-fuzzy inference tech-
nique to indicate the fuzzy intervals for each attrib-
ute. The proposed model not only shows how to ex-
plore the implicit patterns regarding the bank’s per-
formance change, but also refines the knowledge by 
tuning the parameters of membership functions for 
each attribute. At the second stage, the directional 
influences among the core attributes are further ex-
plored. To examine the proposed model, a group of 
real commercial banks in Taiwan is analyzed to con-
struct the model, and five sample banks are tested to 
validate its effectiveness. The result provides under-
standable insights regarding the performance predic-
tion problem of banks. 

Keywords: Rough set approach (RSA), domi-
nance-based rough set approach (DRSA), fuzzy infer-
ence system (FIS), financial performance (FP), artifi-
cial neural network (ANN). 
 

1. Introduction 
 

The financial performance (FP) is crucial to the sur-
vivorship of a bank, which is monitored by various 
stakeholders: potential investors, depositors, creditors, 
management teams of banks, and the central bank of a 
nation. In addition, there are practical needs to predict 
and explore the changes of banks’ performances. The 
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improvements of FP can be provided to support invest-
ment decisions, and the deteriorations can be regarded as 
warning signs to prevent financial crises. Owing to its 
importance, numerous studies have been conducted to 
examine/predict the performance changes of banks [1-3]. 
Recent studies also extend the analysis of performance 
to branch-level [4]. While most researchers seem to 
agree that the FP may be predicted by analyzing histori-
cal data (key financial ratios and operational indicators) 
[5], the selected indicators/criteria and the ways of mod-
eling are divided. Conventional studies mainly apply 
statistical analyses for modeling the performance chang-
es; this approach often takes the form of regression 
model, the discriminant analysis [6], and the factor anal-
ysis were used to construct the relationship among the 
criteria and future performance changes. Nevertheless, 
the statistical approach has obvious limitations in mod-
eling the problem, such as the assumptions of no interre-
lationship among the considered variables and the linear 
relationship of the assumed model [7]. Other researchers 
from the computational intelligence and the multi-
ple-criteria decision making (MCDM) fields, however, 
leverage the strength of various computational tech-
niques and domain expert’s knowledge [8] to explore the 
FP prediction problem. Considering the needs of 
easy-to-understand decision rules and less unrealistic 
assumptions from the real business world [9], this study 
takes the computational intelligence approach with the 
enhanced MCDM analysis to solve the FP prediction 
problem. 

The computational intelligence approach has gained 
interests from researchers recently due to its capability in 
modeling non-linear data sets and computational effi-
ciency in finding the optimal solution. Among the vari-
ous methods and techniques, the data envelopment anal-
ysis (DEA) might be the most prevailing one for gauging 
the performance changes of banks [1, 4]. The DEA 
method does not need to assume the probability distribu-
tion of variables, but the researchers have to select the 
input and output variables subjectively [10]. The other 
mainstream techniques include the artificial neural net-
work (ANN), decision trees, and certain soft computing 
techniques [11]: the fuzzy logic, the grey theory [12], 
and the rough set approach (RSA) [13-15]. The afore-
mentioned techniques have their own strengths and lim-
itations in modeling complex data set. For example, the 
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ANN has strength in minimizing the target errors of the 
trained model, but it is difficult to retrieve understanda-
ble rules from its trained weights and structure [16]; the 
RSA is capable of inducting easy-to-understand rules 
[17], but the subjectively discretized interval for each 
attribute might cause inferior classification results. 
Therefore, the mentioned techniques still need further 
improvements to overcome their limitations. 

Besides, one problem with applying computational 
techniques for the FP prediction problem is that most 
studies were conducted with complicated techniques and 
advanced algorithms, making it difficult to be under-
stood and applied by management teams or potential 
investors. Moreover, few studies so far have attempted 
to integrate various techniques to reduce decision mak-
er’s obstacles in adopting the obtained outcomes. The 
aim of this study, therefore, is to propose an effective 
computational model that may gain applicable 
knowledge for supporting decision makers in business 
practice. To provide understandable rules for decision 
makers, the DRSA method is applied to reduce the 
number of variables without losing the model’s discri-
minant capability. However, the original decision rules 
of the DRSA model may only provide vague concept 
regarding the bank’s performance on each criteria, such 
as “low,” “mediocre” and “high;” decision makers need 
more clear guidance to categorize the bank’s perfor-
mance while adopting the decision rules. In other words, 
the granule of knowledge from DRSA model could be 
adjusted by the neuro-fuzzy technique to increase its 
classification accuracy. Therefore, the neuro-fuzzy tech-
nique is incorporated to refine the DRSA decision rules. 

Although the integration of RSA and ANN techniques 
has been tried before, those studies [16, 18, 19] mainly 
focused on using the RSA technique to reduce the re-
dundant variables at first, and the ANN technique was 
then used to increase the accuracy of classification re-
sults. Unlike the previous research, the emphasis of this 
study is to obtain the refined rules for supporting deci-
sion makers in judging a bank’s performance on each 
criterion. Furthermore, to enrich the findings, the Deci-
sion Making Trial and Evaluation Laboratory 
(DEMATEL) analysis is conducted for the core attrib-
utes to explore the directional influences among the cri-
teria. The acquired findings may thus support decision 
makers to gain the whole picture regarding the addressed 
problem. 

This paper is organized as follows. Section 2 reviews 
the DRSA and neuro-fuzzy techniques used in this study. 
In Section 3, the proposed DRSA-based neuro-fuzzy 
inference system and the DEMATEL technique are de-
scribed. Section 4 demonstrates the model by examining 
a group of real commercial banks in Taiwan. The ex-
periment results are presented and analyzed in Section 5. 

And concluding remarks are provided in Section 6. 
 

2. Preliminary 
 

The proposed model comprises of DRSA method, 
neuro-fuzzy inference system and DEMATEL technique. 
A brief introduction regarding the involved methods and 
techniques is provided in this section. In addition, the 
strengths and weaknesses of the involved techniques are 
also discussed. 
 
A. RSA and extended DRSA methods 

Proposed by Pawlak [20], the RSA aims to discern 
complex data sets with uncertainty and ambiguity. The 
classical RSA has been applied in various fields with 
positive outcomes, and the application for the bankrupt-
cy prediction problem was also included. However, the 
classical RSA ignored the preferential characteristic of 
attributes, and the dominance property of attributes is 
common in most of the business analyses. For example, 
in the context of evaluating the solvency of a company, 
higher liquidity is normally preferred. To improve the 
limitation of the RSA, Greco et al. [21] proposed the 
DRSA method to consider the dominance property of 
attributes. The DRSA method can generate a group of 
decision rules to classify objects. More detail discussions 
could be found in the previous studies [21, 22]. 
 
B. Neuro-fuzzy inference system 

The neuro-fuzzy inference technique is a combination 
of the ANN and the fuzzy inference system (FIS). On the 
one hand, the ANN is capable in learning complex data 
set with non-linearity; however, the obtained result from 
ANN cannot help to explain the causal relationship 
among the considered variables and the target output. On 
the other hand, the FIS can offer interpretability for im-
precise reasoning. The combination of the two comple-
mentary techniques can model the fuzzy reasoning with 
higher accuracy and understandable if-then rules. The 
neuro-fuzzy inference system often starts from a set of 
if-then rules, and the ANN technique is used to tune the 
membership functions (MFs) for gaining higher perfor-
mance index or minimizing the modeling errors. The 
applications of the neuro-fuzzy inference system have 
been applied in various fields, and certain studies have 
adopted it for detecting business failure [18] and evalu-
ating banks’ loan. Previous studies mainly focused on 
finding effective rules to identify problematic business 
or risky loan [19], and relative less attention has been put 
on analyzing the FP of banks. In other words, a financial 
analysis based neuro-fuzzy inference system is still un-
derexplored. 
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3. DRSA-Based Neuro-Fuzzy Inference System 
 

In this section, the involved techniques and how they 
are integrated are introduced. The FP prediction of banks 
comprises of multiple aspects (25 requested key ratios in 
the central bank’s report); thus, it begins with using the 
DRSA to reduce the dimensionalities and inducting de-
cision rules. In the next, the neuro-fuzzy technique is 
applied to obtain the refined decision rules with fuzzy 
intervals for each attribute. Finally, the core attributes 
may be further analyzed by the DEMATEL technique. 
 
A. DRSA method 

The DRSA method begins with an information table, 
and instances (objects) are often placed in rows while 
attributes (variables/criteria) are located in columns. An 
attribute often has preference-ordered characteristic if it 
represents a criterion. The data table is in the form of a 
4-tuple information system  , , ,IS U Q V f , where U  

is a finite set of universe,  1 2, , , mQ q q q   is a finite set 

of m attributes, 
qV  is the value domain of attribute q, 

qq Q
V V


  and :f U Q V   is a total function where 

 , qf x q V  for each q Q  and x U . The set Q  is 

often divided into condition set C  and decision set D .  
The relational operator 

q  can be defined as a com-

plete outranking relation on U  with respect to a crite-
rion q Q , in which qx y  denotes “ x  is at least as 

good as y  regarding criterion q ”. The aforementioned 
complete outranking relation 

q  means that x  and y 

are always comparable with respect to criterion q . De-

cision classes of U  can be described as 
 , 1, ,tCl Cl t n   , in which t T , and for each x U  

belongs to only one class tCl Cl . The DRSA method 
assumes that classes are preference ordered; therefore, 
the upward union and downward union of classes of U  
can be defined as: 

t s
s t

Cl Cl



  and 
t s

s t

Cl Cl



 . 

The downward and upward union of classes thus help 
to define the dominance relation PD  for P C , where 

C  belongs to the conditional set. If an instance is de-
scribed as x P-dominates y  with respect to P , then it 
means 

qx y  for all q P , denoted by PxD y . The 

P-dominating set and P-dominated set are 
   :P PD x y U yD x    and    :P PD x y U xD y   . 

The  PD x  and  PD x  represent a collection of 

upward and download unions of decision classes, and the 
P-lower and P-upper approximation of an upward union 

tCl   with respect to P C  may be defined by  tP Cl  

and  tP Cl  as (1) and (2) :  

    :t P tP Cl x U D x Cl              (1) 

      :t P P t
x Cl

P Cl D x x U D x Cl


   



       (2) 

The P-lower approximation  tP Cl  comprises of all 

objects x  from U  whereas all objects y  have at 
least the same evaluation with regard to all criteria P  
belong to class tCl   or better. The P-upper approxima-

tion of an upward union tCl   with respect to P C  is 

the set of all the objects that might belong to tCl  . Also, 
the P-lower approximation and P-upper approximation 
of tCl   with respect to P C  can be defined as (3) 
and (4): 

    :t P tP Cl x U D x Cl              (3) 

      :t P P t
x Cl

P Cl D x x U D x Cl


   



       (4) 

Thus, the P-boundary of tCl   and tCl   are defined 
as below to describe the doubtful region: 

     P t t tBn Cl P Cl P Cl             (5) 

     P t t tBn Cl P Cl P Cl              (6) 

And the classification Cl  can be further defined by 
the ratio  P Cl  for the criteria P C  as (7). 

    
 2, ,

P P t
t n

Cl U Bn Cl U 



 
    

 
         (7) 

In equation (7),   denotes the cardinality of a set. 

The  P Cl  represents all of the correctly classified ob-

jects with respect to P C . With the dominance-based 
rough approximation of upward and downward unions of 
decision classes, decision rules may be described in the 
form as: “if antecedent, then consequence.” For example, 
given a decision rule r   “if  

1 1i if x r &…& 

 ip ipf x r , then tx Cl  ,” then the y U  supports r  

if  
1 1i if y r &…&  ip ipf y r . The total number of y  

in the IS  is denoted as the SUPPORTs of the decision 
rule r , which implies the relative strength of a decision 
rule.  

Therefore, to construct the DRSA-based model in the 
first stage, the needed steps are as below: 
Step 1: Discretize the conditional attributes and the deci-
sion attribute. The discretization process helps to identi-
fy the target 4-tuple information system for analysis. 
Step 2: Make induction from the data set (from the IS). 
The DRSA induction logics are to be implemented. The 
obtained decision rules and core attributes are to be re-
fined in the next stage. 
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B. Neuro-fuzzy inference system 
At the second stage, to increase the accuracy, the 

neuro-fuzzy inference technique is adopted by modifying 
the MFs for each attribute (in each rule) with the corre-
sponding outputs. The training process adjusts the pa-
rameters to match the given inputs (attributes in each 
rule) and output data.  

This study adopts the neuro-fuzzy inference system, 
proposed by Jang [23] to conduct the learning processes. 
The fuzzy if-then rules are the Takagi and Sugeno’s type. 
To explain the FIS training process in a simple way, as-
sume that there are only two attributes ( 1a  and 2a ) and 

an output function f . Given two rules as below: 

R1: If 1a  is L and 2a  is L, then 1 1 1 1 2 1f p a q a r    

R2: If 1a  is H and 2a  is H, then 2 2 1 2 2 2f p a q a r    

where 1p , 2p , 1q , 2q , 1r , and 2r  denote the param-

eters of the output functions 1f  and 2f . 
There are five layers in the architecture of FIS, and the 

five layers can be defined and explained as below: 
Layer 1: Every node i in this layer denotes the 
membership function of Ai, where Ai is the linguistic 
classes (such as Low and High). If the input are a1 and a2, 
then the MFs can be described as  1iA a  and 

 2iB a .  

Layer 2: The nodes in this layer multiple the input 
signals and send the product out as (8): 

   1 2i ii A Bw a a               (8) 

In (8), i=1 and 2, and  the output of each node 
represent the firing strength of a rule. 
Layer 3: In this layer, the ith rule’s relative firing strengh 
to the sum of total rules is described as iw , and 

 1 2i iw w w w  , where i=1, 2. 

Layer 4: The output of the node i in this layer can be 
denoted as i iw f , where i=1, 2. 
Layer 5: The output of this layer is the overall output, 
which can be described as (9): 

i i i i ii i
i

w f w f w   , where i=1, 2.     (9) 

Briefly speaking, the learning process follows the 
classical ANN algorithm (back-propagation), and the 
goal is to minimize the sum of squared errors (from the 
differences between the target output and actual output) 
to adjust the parameters for  1iA a  and  2iB a . 

Therefore, the steps involved in the second stage are 
summarized as below: 
Step 3: Select instances for the training of fuzzy if-then 
rules. From the Step 2, the decision rules with strong 
supports can be found, and the instances that support the 
rule and the instances against the rule can be combined 
as a training set. 

Step 4: Set the number and type of MFs for each 
attribute to proceed the learning. The number of MFs for 
each attribute should be the same as the discretization 
result in the DRSA model. For example, if there are only 
two discretized classes of attribute 1a  (i.e. “L” and 

“H”), then the number of MFs for 1a  in the neuro-fuzzy 
inference system should be two. Despite the variety of 
MFs, this study chooses the triangular MF for the 
attributes involved due to its popularity in financial 
applications. 
Step 5: Train the neuro-fuzzy inference system until the 
sum of squared errors to be stable and minimized. Then, 
the trained FIS can be examined by the original data or 
additional data to validate the system. 
Step 6: Retrieve the parameters for the MFs of each 
attributes.  

The steps 1-2 can find the strong decision rules with 
reduced dimensionality; in addition, the steps 3-6 further 
refined the rules by adjusting the parameters for all of 
the MFs of attributes in each rule. 

 
C. DEMATEL technique 

The DEMATEL technique was proposed to solve 
complex social problems [24], which has been applied in 
various decision making problems, such as the science 
park evaluation [25], the analysis of e-learning [26], and 
the assessment of stocks [8]. The DEMATEL technique 
is applied to explore the total and net influential weights 
of core criteria. The following steps are as below: 
Step 7: Collect domain experts’ opinions for the initial 
average matrix A . Opinions can be collected through 
questionnaire, where experts are asked the direct influ-
ence that they feel criterion i will have on the other crite-
rion j, indicated as ija . The expected scale ranges from 

0 (no influence) to 4 (very high influence), and the av-
erage of the expert’s opinions is used in A . 

11 1 1

1

1

,

j n

i ij in

n nj nm

a a a

a a a

a a a

 
 
 
 
 
 
  

A

 
  

 
  

 

        (10) 

where n is the number of the considered criteria. 
Step 8: Normalize A  to get the direct influence matrix 
D , which can be obtained by finding the constant 
number k. 

kD A                 (11) 

1 1

1 1
min ,

max maxn n
j ii ij j ij

k
a a  

    
  

      (12) 

where  , 1, ,i j n  . 

Step 9: Find the total influence matrix T , which is 
calculate by using (13):   
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2 1... ( )( )w w       T D D D D I D I D     (13) 
1( ) T D I D , when  lim 0w

n nw 
D        (14) 

The total influence matrix T  is as (15): 
1

11 1 1 11
1

11
12

1 1

1

2

1
2

...

11 1 1

1

1

 
 
 
 
 
 
  

j n

m j jm n nmj n

i

n

c
c

c m

ci

ci

cim

cn
cn

cnmn

i

D D D
c c c c c c

D

j n

D
i ij in

n nj nnD

W W W

W W WT

W W W

  

















 
  

 
  

 

     (15) 

In Eq. (15), iD  denotes the ith dimension. Take the 

11mc in the cluster 11W  for example, it denotes the mjth 

criterion of dimension 1D . The average of all the 

elements in each cluster is described as ijd  for the 

element on the ith row and jth column in DT : 

11 1 1

1

1

j n

i ij in

n nj nn

d d d

d d d

d d d

 
 
 
 
 
 
  

DΤ

 
  

 
  

 

         (16) 

Step 10: Decompose T  to calculate the directional 
influences of criteria. The sum of rows and the sum of 
columns of the total-influence matrix T  are expressed 
as vectors r  and d , where the ith elements of vectors 
r  and  d  can be denoted as ir  and id . If 

i ir d  is 
positive, then the ith criterion belong to the cause group; 
otherwise, the effect group. Similarly, the sum of rows 
and the sum of columns of DT  are expressed as vectors 
R  and D , where the ith elements of vectors R  and 

D  can be denoted as 
iR  and 

iD . If 
i iR D  is positive, 

then the ith dimension belong to the cause group; 
otherwise, the effect group. 
 

4. Empirical Case 
 

To illustrate the steps involved, a group of real com-
mercial banks in Taiwan was analyzed as an empirical 
case. The ROA (return on assets) ratio was chosen to 
indicate the FP of a bank, and the financial data of banks 
were matched with their ROA changes in the subsequent 
year to induct the decision rules. The conceptual flow of 
this study is illustrated as Figure 1. 
 
A. Data 

The central bank of Taiwan requests all of the domes-
tic banks to report their quarterly financial results and 
performance indicators in six dimensions: (1) Capital 
Sufficiency; (2) Asset Quality; (3) Earnings and Profita-
bility; (4) Liquidity; (5) Interest Rate Sensitivity; (6) 
Growth; in addition, there are 25 attributes (criteria) ex-
tended from the six dimensions, and the central bank of 
Taiwan releases this reports on its website regularly [27]. 
The brief definitions of the 25 attributes are in Table 1, 
and this study adopted the released reports from the cen-
tral bank of Taiwan. The required 25 indicators are offi-
cially monitored by the central bank; therefore, the cur-
rent study includes all of those indicators for the empiri-
cal case. 

 
 

E3 M   L1 M   L2 M   G3

C4 H   E3 M   L1 M   G4 H  

R1   

     

R2   

Good   

 L     M     H   ANFIS    

L1 M   G1 L   G4 L  

E4 L   G1 M   G4 L    

R3   

    

R4   

Bad   

DRSA Model   

DEMATEL analysis       
(Directional Influences among 

criteria/dimensions) 

Directional Flow Graph   
(DFG)          

  C1   C2    C3   C4      A1    A2   A3      E1    E2    E3   E4    E5    E6   E7      

 L1    L2   L3    L4    L5         S1    S2          G1   G2   G3    G4         

Capital Sufficiency   Asset Quality  Earnings & Profitability   

Liquidity   Interest Rate Growth      

Original Data Set     

Managerial   
Implications   

 
Figure 1. Conceptual flow of this empirical case. 
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Besides, owing to the financial crisis in 2008 and 
2009, the performance patterns should be different com-
pared with previous periods. Therefore, the 34 commer-
cial banks’ data were collected from 2008 to 2012 in this 
study. To validate the proposed model, the data from 
2008 to 2011 were used to obtain the decision rules, and 
the remaining data were examined to test the model. 

 
B. DRSA model with decision rules 

In this study, the FP prediction problem was modeled 
by matching a bank’s financial variables (the 25 condi-
tional attributes) with its performance change in the 
subsequent year (decision class), which may be regarded 
as a one-period lagged model. Before applying the 
DRSA method, the decision attribute and the 25 attrib-
utes need to be discretized at first. As the change of 
ROA was chosen to indicate the improve-
ment/deterioration of FP, this study ranked the change of 
ROA for banks in each year; then, we categorized the 
top performing 1/3 banks (the current ROA must also be 
positive) as the “Good” decision class and the bottom 
1/3 banks as the “Bad” decision class. And the other 
banks ranked in the middle were not included in the 
DRSA model. As for the 25 conditional attributes, all of 
them were ranked from high to low in each year, and the 
top 1/3, the middle 1/3 and the bottom 1/3 were catego-
rized as “H”, “M” and “L” to represent “High”, “Medio-
cre” and “Low” respectively. The DRSA modeling was 

conducted by using the jMAF software [22], developed 
by the Laboratory of Intelligent Support System from the 
Poznan University of Technology. After applying the 
DRSA technique, the obtained strong decision rules 
(with more than six supports) are summarized in Table 2. 
Also, the summary of the selected attributes is shown in 
Table 3 to indicate the original data ranges (data for con-
structing the model) of the attributes involved in the 
strong decision rules. 
 

C. Combined computational intelligence model 
The aforementioned discretization was done intui-

tively at first. Both financial attributes and decision 
classes were discretized by the 3-level ranking method 
(i.e. rank the top 1/3, middle 1/3 and bottom 1/3 banks as 
“H”, “M” and “L” for each attribute; also, rank the top 
1/3  ROA banks as “Good” and the bottom 1/3 
 ROA banks as “Bad” decision classes in subsequent 
year) in the first stage. After obtaining the decision rules 
from the DRSA model (such as R1:  If [E3  M and 
L1 M and L2 M and G3 H] then [ Good]), the raw 
financial figures of each criterion (such as E3=2%) were 
used as inputs, and the Good or Bad decision class was 
replaced by “1” or “3” as target output for the training of 
neuro-fuzzy inference system. To minimize the modeling 
errors for discretization, a neuro-fuzzy technique was 

 
Table 1. Description of variables used in this study. 

Dimension  Description Definition 
Capital 
Sufficiency 
 

C1 Regulatory Capital to Risk-Weighted Assets Regulatory capital/Risk-weighted assets 
C2 Tier 1 Capital to Risk-Weighted Assets Tier 1 capital/ Risk-weighted assets 
C3 Debt-Equity Ratio Debt/Net worth 
C4 Net Worth to Total Assets  Net worth/Total assets 

Asset 
Quality 
 

A1 Non-Performing Loan (NPL) Ratio Non-performing loan/Loan and discount 
A2 Loan Loss Reserve to NPL Loan loss reserves/NPLs 
A3 Possible Loss of Classified Assets to Reserve Possible loss of classified assets/Reserves 

Earnings 
and 
Profitability 
 

E1 Net Income Before Tax to Equity NIBT/Average equity 
E2 NIBT with Loan Loss Provision to Equity NIBT with loan loss provision/Equity 
E3 NIBT to Asset NIBT/Average asset 
E4 NIBT and Loan Loss Provision to Average Assets (NIBT + loan loss provision) / Average asset 
E5 Net Interest Revenues to NIBT Net interest revenues / NIBT 
E6 NIBT to Total Net Revenues NIBT / Total net revenues 
E7 NIBT per Employee NIBT / Employees 

Liquidity 
 

L1 Liquidity ratio Liquidity ratio 
L2 Loans to Deposits Loans / Deposits 
L3 Time deposits to Deposits Time deposits / Deposits 
L4 NCDs to Time Deposits NCDs / Time deposits 
L5 180 day’s Accumulated Gap of Assets and 

Liabilities to Equity 
Accumulated gap of assets and 
liabilities(180 days) / Equity 

Interest 
Rate 
Sensitivity 

S1 Interest rate sensitivity assets to  
Interest rate sensitivity liabilities 

Interest rate sensitivity assets 
/Interest rate sensitivity liabilities 

S2 Interest Rate Sensitivity Gap to Equity Interest rate sensitivity gap/Equity 
Growth 
 

G1 Deposit growth rate Deposit growth rate 
G2 Loan growth rate Loan growth rate
G3 Investment growth rate Investment growth rate 
G4 Guarantee growth rate Guarantee growth rate 
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incorporated at this stage. The instances that supported 
each strong decision rule were collected and trained—for 
gaining the refined ranges for discretization—with the 
same number of instances that belong to the opposite 
decision class. Take the training of the rule R1 for exam-
ple, the input variables are [E3, L1, L2, G3], and the output 
variable is decision class. The four decision rules were 
all trained in this approach. 
 

Table 2. Decision Rules with more than six supports. 
 

 
Table 3. Summary of the attributes used in decision rules. 

 Attributes (unit: %) 
 C4 E3 E4 L1 L2 G1 G3   G4 

Max 48.87 1.71 2.94 121.35 242.62 58.96 321.70 4481.25

Min 2.31 -6.89 -3.84 12.10 20.16 -15.79 -56.51 -60.84

AVG 6.95 -0.01 0.54 27.60 76.09 7.83 41.40 86.20 

SD 5.50 1.32 0.82 15.27 24.17 11.86 88.79 543.04

 
To be in line with the three-level discretization con-

ducted in the initial DRSA modeling, each criterion was 
assigned three fuzzy intervals to represent “H”, “M”, and 
“L” respectively, and the commonly applied triangular 
membership function was adopted for all of the attrib-
utes involved in each rule. As there were four decision 
rules with more than six supports (Table 2), the trained 
results (the fuzzy inference system with defined “low”, 
“middle”, “high” intervals for each criterion) for each 
decision rules are shown in Table 4, and the classifica-
tion rate for each subset of decision rules (four subsets of 
training data) all reached 100% correctness by using the 

same data set. 
Although the refined rules (Table 4) have provided 

easy-to-understand guidance regarding the FP prediction 
of banks, the DEMATEL analysis may further enrich the 
findings by exploring the directional influences among 
the core criteria; therefore, a more comprehensive view 
could be obtained to support the management teams in 
making business decisions. The initial average matrix 
A  was calculated by averaging the eight domain ex-
pert’s opinions, and the result is shown in Table 5.  

Following Step 9 and Step 10 in Section 3, the total 
influence matrix of the eight criteria T  (Table 6) and 
the total influence matrix of dimensions DT  (Table 7) 
were obtained. 
 

Table 5. Initial average matrix A . 

 C4 E3 E4 L1 L2 G1 G3 G4

C4 0.00 2.25 2.38 3.63  2.13  2.38 3.63 1.75 
E3 3.13 0.00 3.71 3.25  2.88  3.63 3.88 3.13 
E4 3.13 3.75 0.00 3.14  3.25  3.50 2.75 3.63 
L1 2.13 2.25 1.75 0.00  3.57  1.88 2.13 2.13 
L2 2.88 2.63 2.88 2.63  0.00  3.71 2.13 2.13 
G1 2.75 3.63 3.50 3.25  3.63  0.00 2.71 2.13 
G3 2.25 2.50 2.25 2.13  1.50  1.25 0.00 2.14 
G4 1.38 1.38 1.25 1.25  1.38  2.25 1.63 0.00 

 
Table 6. Total influence matrix T . 

 C4 E3 E4 L1 L2 G1 G3  G4 ri 
C4 0.32 0.42 0.42 0.49  0.42  0.43  0.48 0.38 3.36 
E3 0.53 0.43 0.55 0.57  0.54  0.57  0.58 0.52 4.30 
E4 0.53 0.56 0.41 0.56  0.55  0.56  0.54 0.53 4.24 
L1 0.37 0.39 0.36 0.31  0.43  0.38  0.39 0.36 2.99 
L2 0.46 0.46 0.46 0.48  0.37  0.50  0.45 0.42 3.61 
G1 0.50 0.54 0.53 0.55  0.54  0.41  0.52 0.46 4.06 
G3 0.35 0.36 0.35 0.36  0.33  0.32  0.28 0.33 2.68 
G4 0.25 0.26 0.25 0.27  0.26  0.29  0.28 0.19 2.06 
di 3.31 3.44 3.33 3.59  3.44  3.46  3.51 3.20  

 
 

 
Table 4. The five sample banks and the refined decision rules with fuzzy intervals. 

 Conditional Attributes 
 

Decision 
Class 

ROA in 
2012 (%) 

Decision 
Rule 1 

E3  M 
L:[-9.00,-5.53,-2.06]1 
M:[-5.53,-2.06,0.39] 
H:[-1.99,1.43,4.88] 

L1  M 
L:[0.61,14.73,28.86] 

M:[14.72,28.85,42.89] 
H:[28.84,42.95,57.05] 

L2  M 
L:[60.69,70.30,80.00]
M:[70.37,79.94,89.71]
H:[79.92,89.69,99.41]

G3  H 
L:[-121.60,-56.50,8.57] 
M:[-56.51,8.58,73.68] 
H:[8.58,73.68,138.80] 

Good  

Bank A E3 =0.70 L1=31.33 L2=80.82 G3=41.59 Good 209 
Bank B E3 =0.81 L1=28.15 L2=76.24 G3=21.98 Good 35 

Decision 
Rule 2 

C4  H 
L:[-2.76,4.80,12.38] 
M:[4.83,12.37,19.97] 
H:[12.40,19.97,27.55] 

E3  M 
L:[-0.56,0.09,0.63] 
M:[0.13,0.75,1.28] 
H:[0.46,1.21,1.86] 

L1  M 
L:[-36.36,16.21,68.78]
M:[16.21,68.78,121.30]
H:[68.78,121.30,173.90]

G4  M 
L:[-122.10,-45.73,30.64] 
M:[-45.73,30.65,107.00] 
H:[30.64,107.00,183.40] 

Good  

Bank C C4=42.5 E3=1.29 L1=25.02 G4=22.23 Good 13 
Decision 
Rule 3 

L1  M 
L:[-11.81,13.35,35.95] 
M:[12.65,41.61,61.55] 

H:[37.01,53.86,86.03] 

G1  L 
L:[-46.40,-15.49,13.54]
M:[-15.79,15.93,45.53]
H:[5.98,44.56,76.04] 

G4  L 
L:[-95.49,-51.85,-8.62]
M:[-51.97,-9.02,34.31]

H:[-11.27,34.02,77.87]

 Bad  

Bank D L1=15.41 G1=-9.06 G4=-10.10  N.A. 0 
Bank E L1=20.07 G1=3.39 G4=-27.88  Bad -185 

1The unit of the numbers within the bracket is in %.

Rule If (conditional attributes) then (decision class) Support 
R1 If  (E3  M and L1  M and L2  M and G3  H)  

       then  (  Good) 
8 

R2 If  (C4  H and E3  M and L1  M and G4  H)        
then  (  Good) 

7 

R3 If  (L1  M and G1  L and G4  L)    then  (  Bad) 7 
R4 If  (E4  L and G1  M and G4  L)    then  (  Bad) 8 
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By the calculations of i ir d  and i ir d , the eight 

criteria could be divided into cause group (if i ir d >0) 

and effect group (if i ir d <0), and the relative im-

portance could be indicated by i ir d . The four dimen-
sions were also divided into cause group and effect 
group by examining i iR D . 
 

Table 7. Total influence matrix of dimensions DT . 
 D1 D2 D3 D4 Ri 

D1 (Capital Sufficiency) 0.32 0.42 0.45 0.43 1.63
D2 (Asset Quality) 0.53 0.49 0.55 0.55 2.12

D3 (Liquidity) 0.42 0.42 0.40 0.42 1.65
D4 (Growth) 0.37 0.38 0.39 0.34 1.48

Di 1.64 1.71 1.79 1.74  
 

The results for the eight criteria and the four dimen-
sions are shown in Table 8 and Table 9 respectively. 
 

Table 8. Relative influence and cause-effect analysis (criteria). 
 ri di ri +di ri -di 

C4 3.36 3.31 6.68 0.05 
E3 4.30 3.44 7.74 0.86 
E4 4.24 3.33 7.57 0.91 
L1 2.99 3.59 6.59 -0.60 
L2 3.61 3.44 7.05 0.17 
G1 4.06 3.46 7.52 0.59 
G3 2.68 3.51 6.19 -0.84 
G4 2.06 3.20 5.26 -1.14 

Table 9. Relative influence and cause-effect analysis (dimen-
sions). 

 Ri Di Ri +Di Ri -Di 
D1 (Capital Sufficiency) 1.63 1.64 3.27 -0.01 

D2 (Asset Quality) 2.12 1.71 3.84 0.41 
D3 (Liquidity) 1.65 1.79 3.44 -0.14 

D4 (Growth) 1.48 1.74 3.22 -0.26 
 

The results of Table 8 and Table 9 are further illus-
trated as the directional influences among the criteria and 
dimensions as Figure 2.  
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Figure 2. Internetwork relationship map. 

5. Results and Discussions 
 

The refined four decision rules were retrieved from a 
group of commercial banks in Taiwan, and the obtained 
result can be illustrated as the directional flow graph 
(DFG) in Figure 3 by referring to the four decision rules 
and Figure 2. The upper side of Figure 2 (lead to the 
Good decision class) indicates that E3 (NIBT to asset) is 
the driving force for higher liquidity, and higher liquidity 
may further influence the growth in G3 (investment 
growth rate) and G4 (guarantee growth rate). Or, in other 
words, the growth in G3 and G4 are crucial to future FP 
improvement; nevertheless, the growth should be sup-
ported by superior (i.e., above average) liquidity and 
earning results. The DFG not only shows the paths to 
future improvement, but also indicates the symptoms to 
deterioration. Inferior profitability (E4) may influence 
the liquidity ratio (L1) and the growth dimension; the 
growth in deposits (G1) and guarantee (G4) may cause 
deteriorated FP in the future. The symptoms of plausible 
deterioration are important to the authority and man-
agement teams to prevent from financial crises, which is 
also the key reason why the central bank requests the 
domestic banks to report the 25 indicators in every quar-
ter. The DFG may thus support the management teams 
to make decisions/plans in various aspects—such as 
marketing, finance, general operations—to achieve im-
provement or prevent deterioration in FP. 

 

 
Figure 3. Directional flow graph (DFG). 

 
After refining the four decision rules by the 

neuro-fuzzy technique, the five banks’ financial data in 

E3  M

L1  M 

L2  M

G3  H

 Good
C4  H 

L1  M

E4  L

G1  L

G4  L  Bad

E3(NIBT toAsset); L1(Liquidity Ratio);L2(Loans to 
Deposits); G3(Investment Growth Rate); G4(Guarantee 
Growth Rate)

E4 (NIBT with Loan Loss Provision to Average Assets; 
G1 (Deposit Growth Rate)
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2011 were examined to compare with their actual per-
formance in 2012. The five sample banks—(A) E. Sun 
bank; (B) Standard Chartered bank; (C) Cosmo bank;  
(D) Far Eastern bank; (E) First bank—were matched 
with the strong decision rules. The five banks’ financial 
figures and the fuzzy intervals of corresponding attrib-
utes are listed in Table 4, and only three decision rules 
were matched. The justification processes used the five 
banks’ real figures on each criterion in 2011, and trans-
formed the raw figures into discretization results. Take 
Bank E for example, its real figures for L1, G1, G4 equal 
to 20.07%, 3.39%, and -27.88% in 2011 respectively. 
Referring to the obtained fuzzy intervals for each crite-
rion in rule R3 (see Table 4), Bank E’s criteria L1, G1, G4 
were categorized into M, L, and L respectively, which 
suggests that Bank E could be categorized as the “Bad” 
decision class. Compared with Bank E’s actual  ROA 
in 2012 (equals to -185%), the result confirmed the cor-
rectness of the model’s output. 

The result shows that Bank A, Bank B and Bank C 
should be categorized as the “Good” decision class, and 
their  ROA in 2012 were 209%, 35% and 13% respec-
tively. The findings of Bank D are interesting for further 
discussion. If we use the original ranking approach (i.e. 
rank the top 1/3, middle 1/3 and bottom 1/3 banks as 
“H”, “M” and “L” for each attribute) for the discretiza-
tion of Bank D and Bank E, they all complied with the 
decision rule R3; however, the G4 value of Bank D 
equaled to -10.10%, which was more appropriate to be 
categorized into the 2nd fuzzy interval (i.e. M: 
[-51.97,-9.02,34.31], the unit is percentage %) consider-
ing the refined decision rule R3 (Table 4). Thus, Bank D 
could not be categorized by the decision rule R3, and 
only Bank E was classified as the “Bad” decision class. 
The actual  ROA of Bank D and Bank E in 2012 were 
0% and -185% respectively; after referring the refined 
decision rules, Bank D was avoided from being misclas-
sified as the “Bad” decision class. 

To examine the effectiveness of the incorporated 
neuro-fuzzy technique, the other two discretization 
methods—equal width and normal distribution-based 
discretization (i.e., refer 0.5 SD    to divide each 
criterion into three categories)—were also conducted to 
compare with the fine-tuned results. The justifications of 
the other three discretization methods were all similar; 
the original financial figures of the five banks in 2011 
were transformed into H/M/L according to the used dis-
cretization method, and the transformed ratings (i.e. 
H/M/L) on each criterion were matched with the three 
decision rules (i.e. R1, R2, and R3) for each bank. If a 
rule was matched, the corresponding decision class 
would be listed in the last column of Table 10; otherwise, 
it would show “N.A.” instead. The three benchmarked 
discretization methods (i.e., original ranking, equal 

width, and normal distribution-based methods) are com-
pared and summarized in Table 10. 
 

Table 10. Comparison of the three discretization methods. 
 Bank Rule C4 E3 E4 L1 L2 G1 G3 G4 Class

Original  
three level 
ranking 

A R1 M H L H H H  H M Good
B R1 H H  M  M  M  L  H L Good
C R2 H H  M  M  M  L  H H Good
D R3 H L M L  H  L  L L Bad1

E R3 L M H L  H  L  H L Bad 
Equal  
width 

A -- L M  M  L  M  H L M N.A.
B -- L M  M  L  M  L  L M N.A.
C -- H M  M  L  M  L  L M N.A.
D R3 L L  M L  H  L  L L Bad1.
E R3 L L  H L  H  L  M L Bad.

Normal  
distribution

based 

A -- M M  L M  M  H M M N.A.
B -- M M  M  M  M  L  M M N.A.
C R2 H H  M  M  M  L  M H Good
D R3 M L M  L  H  L  M L Bad1

E -- L M H L  H  M H L N.A.
1Bank D’s performance in 2012 should not be classified as Bad decision class. 

 
To enrich the findings, the obtained DFG (Figure 3.) 

could be applied to support the banks to improve their 
future FP. Take the Bank E for example, it was under-
performed on criteria L1 (for Rule R1) and on C4, L1, G4 
(for Rule R2) to be classified as the “at least Good” de-
cision class. As L1 (Liquidity ratio) is highlighted by 
both rules, it may set this criterion as the first priority for 
improvement; furthermore, since L1 is influenced by L2 

(Loans to Deposits) and E3 (NIBT to Assets), Bank D 
should consider this plausible interrelationship while 
planning for future improvements.  
 

6. Conclusion and Remarks 
 

To conclude, the present study proposes an integrated 
computational intelligence model, considering decision 
maker’s practical requirements (understandable rules 
with suggested intervals for each criterion) to explore the 
implicit patterns for the FP prediction problem. Due to 
the size and complexity of the attributes involved, there 
is a practical need to retrieve the critical attributes by the 
DRSA method. Furthermore, the roughly discretized 
criteria for the decision rules are refined by the 
neuro-fuzzy inference technique, which achieves superi-
or classification result compared with the original 
three-level ranking discretization and the other two 
benchmark methods (Table 10). To enrich the findings, 
the DEMATEL analysis supports to generate the direc-
tional influences of the core criteria (see Table 8, Table 9 
and Figure 1.) and DFG (Figure 2.); therefore, not only 
the decision rules are discovered, but also the interrela-
tionship among the core criteria is unveiled. Those find-
ings contribute to the requirements of decision makers 
for making prediction/planning in a real business envi-
ronment. 
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The previous studies mainly utilized RSA to reduce 
the variables for modeling [19], and ANN technique was 
applied to learn the implicit patterns between the simpli-
fied input and output variables. However, the knowledge 
only resided in the connected weights and structure of 
the ANN model, which was difficult to comprehend. To 
overcome this disadvantage, this study proposes the 
neuro-fuzzy technique to learn the suggested fuzzy in-
tervals for each criterion. Therefore, the novelty of the 
present study may be concluded: 1) refine the DRSA 
decision rules by the neuro-fuzzy technique for obtaining 
a more clear guidance; 2) explore the directional influ-
ences of the DRSA decision rules by incorporating 
DEMATEL analysis to form a DFG, which may provide 
much more insights for decision makers. 

Despite the advantages of the proposed model, it does 
have some limitations. First, the DRSA-based 
neuro-fuzzy model only inducts from historical data, and 
the result might lack theoretical supports. The obtained 
decision rules only help to identify historical patterns, 
and the prediction capability depends on the assumption 
that recent patterns will reoccur in the near future. Se-
cond, the training of the neuro-fuzzy model depends on 
the chosen instances. If an instance holds extreme value 
in certain attribute, the fuzzy interval on the attribute 
might be highly influenced. Therefore, the decision 
makers should understand the limitations before jumping 
to the conclusions. 

The present study is in the experimental stage, and 
more data has yet to be examined. There is a continuing 
need for an effective method that can retrieve useful pat-
terns (knowledge) from a complex data set, and the ap-
plications in the financial field often have high business 
value. Further research is suggested to explore the ap-
plications in the other markets or financial industries. 
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